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Investment Policies in Defense R&D Programs1 

Oren Setter  and Asher Tishler, Tel Aviv University 

 

Abstract 

Investment in advanced defense technologies is a prominent characteristic of modern 

armed forces. The paper examines the optimal investment policy in developing such 

technologies, accounting for their S-shaped progress profile and the stochastic nature 

of the R&D process. We show that the optimal investment is a discontinuous function 

of the available budget, and that its dependence on technological uncertainty is non-

monotonous. We further show that maintaining the flexibility to adjust investments 

along the R&D program is beneficial. 

  

 

                                                           

1 We are grateful to Sarit Markovich and to seminar participants in Tel Aviv University and the 

University of Iowa for their helpful comments. This research was supported by the Economics of 

National Security Program, Samuel Neaman Institute. 
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1. Introduction  

Technology is at the heart of modern armed forces, as exemplified by 

technologies such as stealth, precision guidance, satellite navigation and command 

and control systems. Accordingly, significant shares of national defense budgets are 

allocated to research and development (R&D) activities aimed at developing new and 

improved systems. For example, the USA allocated about 16% of its $420 billion 

defense budget in 2005 (DoD, 2004) to defense R&D activities, and an additional 

18% were devoted to the procurement of systems which are the outcome of R&D 

activities.  

This paper focuses on investment policies in advanced technologies, the term 

“advanced” referring to technologies resulting from highly-innovative long-term 

R&D efforts (as opposed to small incremental improvements). Investment policies in 

advanced defense technology differ among countries. While some countries hardly 

invest in advanced R&D, but rather focus on incremental improvements (or on 

imports alone), others invest in highly uncertain R&D programs. A country may even 

have different policies for different defense programs. In some cases it may opt to 

follow in the footsteps of other countries, and develop similar defense systems, while 

in other cases it may prefer to develop state-of-the-art technologies and, thus, be 

among the world leaders in those technologies.  

The objective of this paper is to analyze the problem of investment in advanced 

R&D programs within a defense acquisition context. To that end, we develop an 

analytical model which captures the defining characteristics of such programs, such as 

an S-shaped value function, technological uncertainty and a lengthy R&D process. 
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Using this model we solve for the optimal investment policy, and characterize its 

prescriptions under different conditions.  

The results of the paper contribute to the literature in several ways. First, we 

prove the existence of a budget threshold for investment in advanced technologies: 

below the threshold, zero investment is optimal; above the threshold, however, a 

sizable investment is optimal. Second, we find that investment in highly uncertain 

defense R&D is expected in both small and large countries, while medium-sized 

countries are expected to invest in mature technologies. Finally, we demonstrate that 

the lengthy nature of defense R&D processes allows an "aggressive" investment 

policy in the early stages of the R&D program, balanced by the option to adjust 

investments later on after the appearance of early R&D results. 

The paper proceeds as follows. We provide a short literature review in Section 

2, and present a basic model of investment in advanced technologies in a deterministic 

setting in Section 3. Section 4 extends the model to a stochastic setting, incorporating 

technological uncertainty, dynamic considerations being introduced in Section 5. 

Section 6 concludes and provides directions for future research. 

2. Literature Review 

The value of technology is often characterized as having an S shape 

(Christensen, 1992). At first, one develops the technological infrastructure, yielding 

only small operational benefits. Afterwards, benefits grow fast, and the technology 

enjoys increasing returns. Finally, as the technology matures its marginal benefit 

declines. For example, Setter and Tishler (2004) show that the value of the integrative 

technologies used in the US military for command and control applications exhibits 

an S shape, having crossed the inflection point only recently. Loch and Kavadias 
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(2002) examine optimal investment policies when technologies have either increasing 

returns or decreasing returns. They show that in the former case the budget should be 

allocated to a single technology, while in the latter it should be allocated between 

various technologies according to their total marginal returns. Setter and Tishler 

(2004) extend the model by examining the optimal investment policy along the entire 

life cycle of the technology, but use a specific functional form to model the S curve. 

The current paper further generalizes the model of Setter and Tishler (2004) by 

allowing for a general S-shaped function.  

There is general agreement that the rate of progress of advanced technologies is 

highly uncertain (Dasgupta and Maskin, 1987; Pennings and Lint, 1997). By 

definition, R&D is an effort that aims to achieve some goal, or level of performance, 

for the first time. On the basis of past experience, it is, therefore, very difficult, and 

sometimes impossible, to accurately predict the outcome of some given R&D effort. 

This is especially true for advanced, highly innovative, technologies, which 

themselves differ in their level of uncertainty, depending on several factors: feasibility 

and existence of the technology, local experience with the technology and the 

expected technological progress (that is, an incremental improvement or a 

technological breakthrough).  

For a given R&D effort, the level of technological progress obtained can range 

from total failure to shining success, and can take any value in between. Furthermore, 

while the outcome of the R&D effort is more likely to end up near the target level, it 

may also be far below or above it. This view of technological uncertainty differs from 

many models of R&D, in which R&D efforts may either "fail" or "succeed" (Dixit, 

1987): failure indicating lack of any progress, and success implying that the target 

level has been obtained. While the latter modeling approach may hold for scientific 
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discoveries, the outcome (success level) of most R&D programs is better 

characterized by a continuous random variable (Grossman and Shapiro, 1986). 

3. Basic Model 

Consider a defense decision maker who allocates a budget B to the acquisition 

(R&D and procurement) of a weapon system of quality q and quantity x, in order to 

maximize its value, denoted V. We assume quantity and quality to fully describe the 

characteristics of this system and its value. Formally, we define the value of a weapon 

system as: 

 ( ) ( ) ( )( ),V x q f x g qϕ= ⋅ +  (1) 

where ( )f ⋅  is the benefit function of quantity. We assume that f(0)=0 and that ( )f ⋅  

is positive, increasing and concave for every x>0. ϕ > 0 is a baseline quality level, 

which does not require any further research and development. Without loss of 

generality we normalize it to 1 in the remainder of the paper. ( )g ⋅  is the benefit 

function of quality, assumed positive, increasing, S shaped (convex/concave) and 

converges asymptotically to gmax as q approaches infinity. Formally, g (q) > 0, gq > 0, 

0qqg ≥  for [ ]0,q q∈ %  and 0qqg <  for q q> % . 

The model assumes quantity to have a linear cost function and quality to have a 

convex cost function2. For simplicity, we take the unit price of quantity to be 1, and 

denote the cost function of quality by c(q); hence the budget constraint takes the 

following form: 

                                                           

2 Setter (2004) provides three reasons for the convexity of R&D costs: the sequential nature of R&D, 

the trial-and-error nature of R&D and the inelastic supply of R&D personnel (Goolsbee, 1998). 
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 ( )x c q B+ ≤ , (2) 

where c(q) is positive, increasing and convex. 

The decision maker thus has to maximize (1), by choosing x and q, subject to 

the budget constraint (2) and to non-negativity constraints. The budget constraint is 

binding; thus the optimization problem may be rewritten as: 

 ( ) ( ) ( )( )max 1
q

V q f q g q= ⋅ +%% ,  (3) 

where ( )10,q c B− ∈   , and ( ) ( )( )f q f B c q≡ −% . It is straightforward to verify that 

( )f ⋅%  is positive, decreasing and concave. 

If an internal solution, denoted q̂ , to Program (3) exists, it satisfies the 

following first-order condition, derived by differentiating the logarithm of the 

objective function: 

 
1

q qg f
g f

=
+

%

%
 (4) 

The LHS of Equation (4) is the marginal benefit of quality (in operational 

terms), whereas the RHS of Equation (4) is the marginal cost of quality (in 

operational terms), resulting from the implied decrease in quantity. At the optimum, 

the marginal benefit (denoted MB(q)) equals the marginal cost (denoted MC(q)). The 

existence and uniqueness of the internal solution are, however, not trivial, as the 

objective function is not globally concave. Proposition 1 provides necessary and 

sufficient conditions for the existence of a (unique) internal solution.  
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Proposition 1: An internal optimal solution to (3) exists if, and only if: 

 ( ) ( )* *MB q MC q>  (5) 

where q* is the solution of  

 ( ) ( )MB q MC q
q q

∂ ∂
=

∂ ∂
. (6) 

If the solution exists, it is unique. The globally optimal solution is the greater between 

( )ˆV q%  and ( )0V% . 

Proof: All proofs appear in the Appendix. 

 

Intuitively, MB (q) < MC (q) for large enough values of q; thus if we show the 

opposite to hold for some smaller value of q, then there is also a value of q for which 

they are equal. q* is, by definition, the point where the difference between MB(q) and 

MC (q) is maximal. Hence, if condition (5) holds, an internal solution exists. If, 

however, it does not hold, then by definition there is no such internal solution.  

An important implication of Proposition 1 is the existence of a budget threshold 

for investment in advanced3 R&D.  

Proposition 2: If the regularity condition  

 ( ) ( )0 0MB MC
q q

∂ ∂
>

∂ ∂
 (7) 

holds, there exists a budget threshold, B*, such that: 

 * ˆ 0B B q≤ ⇒ =  and * *ˆ 0B B q q> ⇒ > > . 

                                                           

3 That is, if g(q) is convex "enough". 
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If the budget is smaller than the threshold, a zero investment in R&D is optimal. 

Above the threshold, however, a sizable investment is optimal. Hence, investment in 

advanced R&D is not a continuous function of the available budget. Thus, one would 

expect to see countries that do not spend on advanced R&D at all, while the 

expenditures of others on it are considerable. Small expenditures on advanced R&D 

should be rare. Intuitively, this result stems from the S shape of the technology 

improvement function. Small investments in advanced R&D (that is, technological 

infrastructure) yield negligible operational benefits, while the opportunity cost 

incurred by not procuring additional equipment is significant. Only when the 

investment is large enough to yield significant operational benefit is it worthwhile. 

4. Technological Uncertainty 

The R&D process converts expenditures, mainly on the work of scientists and 

engineers, and the equipment they need, to a new, improved, operational capability. 

The outcome of this effort is technological progress. This, in turn, serves as an input 

in the defense production function, whose output is military capability.  

Given a certain budget level, it is possible to assess the level of R&D effort it 

produces with a relatively high degree of certainty. However, the technological 

progress this effort produces is uncertain. Furthermore, the operational contribution of 

technological progress is also uncertain, as it depends on external factors. In order to 

focus on technological uncertainty, the model assumes that the only source of 

uncertainty is that relating R&D effort to technological progress4 (the obtained quality 

level). As discussed in Section 2, we model technological uncertainty as a continuous 
                                                           

4 It is straightforward, though tedious, to modify the model to account for the uncertainty in the 

operational contribution of a new technology, that is, uncertainty in the parameters of the S-shaped 

function. 
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random variable, allowing ex-post technological level to be lower than, equal to or 

higher than ex-ante target levels. 

Formally, let q%  be a random variable representing quality. A risk-neutral 

defense decision maker chooses a target quality level, denoted q, which maximizes 

his expected system value5. The choice of the quality target level fully determines the 

cost of the R&D effort, c(q), and the probability distribution of q% .  

The probability distribution of q%  is described by its probability density 

function, denoted ( )qp q% . ( )qp q%  is defined over6 [ ]0,∞ , and assumed to be 

continuous and twice differentiable. Furthermore, we define its expected value and 

standard deviation to be: 

Definition (1): ( )E q q≡%   

Definition (2):  ( ) ( )
0

max

01 gq qg
 

σ ≡ σ ⋅ − ⋅ 
 

%   

where q is the target quality level, σ0 is the standard deviation for one unit of R&D 

effort, assuming no local experience with the technology, g is the S-shaped 

improvement function and gmax is its asymptotic value as q approaches infinity (see 

Expression 1). 

Definition (1) implies that the obtained level of integrative technologies 

increases with the target level. Intuitively, the more ambitious the R&D effort (and 

the more costly), the better the outcomes it is expected to yield.  
                                                           

5 It is possible to extend the model to allow for other risk attitudes by incorporating a utility function 

over the possible realizations of system value.  

6 The range of p represents the assumption that even total failure of an R&D effort cannot result in a 

negative accumulation of knowledge. At worst, nothing is gained from the R&D effort. 
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Definition (2) is slightly more complicated: the first term, σ0, is a measure of 

the "inherent" uncertainty in developing the new technology7; it depends on the type 

of the technology, and on the existence of any knowledge about it (for example, a 

technology that is known to exist somewhere else in the world is less uncertain than a 

completely new technology.) The second term measures prior experience with the 

technology by comparing the initial value of the technology and its asymptotic value. 

When there is little experience with a technology, its value is still much smaller than 

its asymptotic value, and the pace of its future progress is characterized by a relatively 

high degree of uncertainty. The third term depends on the planned R&D effort; the 

larger the R&D effort, the greater the uncertainty, and when R&D is done in "small 

steps" its outcome is more predictable. 

In summary, the optimization problem under technological uncertainty is 

defined by: 

 

( )

( )
,

max ,

. .
, 0

qq x
E V x q

x c q B
s t

x q

  

 + ≤


≥

% %

 (8) 

where V is the system value function defined in (1). V can be rewritten as: 

 ( )( ) ( )( ) ( )( ); 1V B c q q f B c q g q− ≡ − ⋅ +% % . (9) 

The expected value of military capability is then given by: 

 ( ) ( )( ) ( )
0

,q qE V V B c q q p q dq
∞

= −∫% % % %  (10) 

If an internal solution exists, it solves the following first order condition: 

                                                           

7 When σ0 is zero, the stochastic model converges to the deterministic model. 
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( )( )

ˆ

,
0q

q q

E V B c q q

q
=

 ∂ −  =
∂

% %
 (11) 

where q̂  is the optimal target level of q. Finally, Equation (12) provides the first-order 

condition in an explicit form: 

 
( )( ) ( ) ( )( ) ( )ˆ

ˆ0

ˆ ,
ˆ , 0

ˆ ˆ
q

q

V B c q q p q
p q V B c q q dq

q q
∞  ∂ − ∂

⋅ + − ⋅ = 
∂ ∂  

∫ . (12) 

Solution 

The first-order condition (12) cannot be solved analytically. However, it is 

possible to characterize the solution of (8) by numerical methods. The numerical 

method used to compute the optimal solution is based on maximizing the integral in 

(10); this method computes the value of (10) numerically, and finds the value of q̂  

that maximizes it. Using extensive experimentation, we find, for our model, that this 

method is significantly faster and more accurate than a Monte-Carlo simulation, and 

more robust than numerically equating the first-order condition to zero (that is, 

solving Equation 12). 

The numerical solution of the model requires specifying the various functions. 

Following Hirao (1994), Garcia-Alonso (1999), Setter (2004) and Setter and Tishler 

(2004), we use ( )f x xρ=  (where ρ<1), ( ) ( )1 2 3

1
exp

g q
qδ δ δ

=
+ −

, and ( )c q c q= ⋅ . 

We assume that p is Gamma distributed (since it fits the requirements of Definitions 

(1) and (2), and is analytically tractable).  

Equation (13) provides the probability density function of the Gamma 

distribution. Equations (14) and (15) give its expected value and standard deviation 

(Milton and Arnold, 1990).  
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 ( ) ( )
( )

1 exp
; ,

qq
G q

α−
β

α

−
α β =

Γ α β

%%
%  (13) 

where ( )Γ ⋅  is the Gamma function. 

 ( )E q = αβ%  (14) 

 ( )qσ = αβ%  (15) 

The parameters of the distribution, α and β, are chosen to yield the required 

expected value and standard deviation. Figure 1 shows some examples of the Gamma 

distribution with varying means and standard deviations. The mode of a Gamma 

distribution is smaller than the expected value; hence, it is more likely that the 

outcome of an R&D effort will be lower than the expected value. Nevertheless, the 

distribution has a long right tail, that is, little potential for achieving very high 

technological levels. The figure also demonstrates the effect of the size of the R&D 

effort. Greater R&D effort increases both the expected value and the standard 

deviation of the obtained technological level. 



13 

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2 2.5 3 3.5 4

Value of random variable (  )

P
ro

ba
bi

lit
y 

de
ns

ity
 

q%

0

0

0

1
0.5

1
0.2

2
0.5

q

q

q

σ

σ

σ

=
=

=
=

=
=

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2 2.5 3 3.5 4

Value of random variable (  )

P
ro

ba
bi

lit
y 

de
ns

ity
 

q%

0

0

0

1
0.5

1
0.2

2
0.5

q

q

q

σ

σ

σ

=
=

=
=

=
=

 

Figure 1: Illustration of the Gamma probability density function 

In order to illustrate the optimal solution, we used the following parameter 

values8: ρ=0.5, δ1=1, δ2=3, δ3=1 and c=1. Figure 2 shows the optimal expenditure on 

q as a function of B, the budget level. The various curves represent different values of 

σ0, the "inherent" uncertainty level of the technology. Figure 3 shows the expected 

value of the weapon system (at the optimal level of q̂ ), divided by DetV , the value of 

this weapon system in the deterministic model.  

                                                           

8 These values were chosen to satisfy the budget threshold condition specified in Proposition 2. The 

nature of the results was maintained for any other set of parameter values we tried that satisfy the 

budget threshold condition. 
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Figure 2: Optimal expenditures for different values of σ0 
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Figure 3: System value, V, for different values of σ0 (relative to the military capability of 

the deterministic model – Vdet) 
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Figure 2 is divided into four segments9, separated by dotted lines: in segment I, 

where the budget level is very low (lower than 15 in this example), it is optimal to 

spend the entire budget on procurement (quantity). This result maintains the intuition 

of the budget threshold result of Proposition 2: when the budget is small, the optimal 

expenditure on R&D of advanced technologies is zero.  

In segment II, where the budget level is higher, it may become optimal to spend 

on R&D of advanced technologies, depending on the level of uncertainty. 

Surprisingly, the budget threshold is lower when uncertainty is higher (see Figure 2). 

Furthermore, the obtained expected value is also higher for the high uncertainty cases. 

Thus, a nation with a budget in this area will tend to devote its R&D expenditures to 

highly uncertain and novel technologies. 

The intuition of this result stems from the possible value of "good luck" in the 

convex early stage of technology: when there is no uncertainty, the attained level of 

quality yields very small benefits for small budgets – it is still in the flat part of the S 

curve. As uncertainty grows higher, the probability of reaching the fast-rising part of 

the S curve is higher. This is evident in Figure 4 showing the probability to achieve a 

"significant" operational contribution from a certain quality level10 as a function of σ0 

(the "inherent" uncertainty of the technology). Although high uncertainty also means 

a higher probability of reaching very low levels of integrative technologies, the 

                                                           

9 Different parameter values yield different optimal values, but the general behavior of the model 

remains the same for a very wide range of parameter values (as long as the budget threshold condition 

is met).  

10 There is no specific value of q above which operational contribution is "significant". We chose the 

value of q at the point where ( ) 0.3g q = , that is, where the technology reaches 30% of its potential 

value, though the intuition holds for any other value lower than 50%.  
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downside is limited in its effect on system value, because of the convexity of the 

improvement function in that area. Thus, in the case of small budgets, the value of 

"good luck" more than offsets the repercussions of R&D failures, and it is optimal to 

spend on R&D in the hope of a large success (large realization of q% ).  
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Figure 4: The probability that R&D of integrative technologies will be highly successful as 

a function of σ0 

The third segment depicts cases with relatively high budget levels, in which it is 

optimal to spend on R&D for all uncertainty levels. The optimal expenditure is 

inversely related to uncertainty, and expenditure is maximal for the deterministic case. 

In this segment, the attained level of advanced technologies for the deterministic case 

is in the fast-rising part of the S curve (around the inflection point). The contribution 

of "good luck" is limited in value because of the concavity of the S curve, while the 

convex downside, in case of failure, is more significant in its influence. This leads to a 

"risk-averse" attitude, and a preference for low risk technological R&D projects.  

When the budget levels are very high, as in segment IV, optimal expenditure on 

advanced technologies once more becomes higher when uncertainty is higher. The 
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intuition here suggests an opposite behavior to that of the second segment: the 

expenditure is higher to reduce the possible effect of "bad luck": the expected level of 

quality is very high; thus the possible upside is very small, in terms of operational 

effectiveness. On the other hand, the downside might be very damaging, as the S 

curve is steep to the left of the expected value. By increasing the expenditure on 

advanced technologies, the expected value and standard deviation increase, but the net 

effect is still reducing the probability of obtaining a very low realization ("total 

failure", for example) of the R&D project. Unlike segment II, in this case system 

value is significantly higher when the uncertainty is lower (see Figure 3). Thus, when 

it is possible to tackle a technological problem by several R&D programs, each with 

different uncertainty level, the less risky one should be chosen. However, when 

considering an investment in a specific technology, more should be invested in the 

riskier the technology.  

A rudimentary comparison of the defense R&D characteristics of some 

countries supports11 the results implied in Figure 3: most Middle-Eastern countries 

have low defense expenditures and a low level of advanced integrative technologies12 

(Gordon, 2003). Israel, despite having a relatively low budget, is known for its 

technological leadership and indigenous weapon systems. Moreover, some of its self-

developed advanced integrative systems are considered world leaders (for example, 

Yemini, 2003, quoted the commander-in-chief of the Israeli Air Force saying that the 

                                                           

11 This comparison may not explain all the differences in the risk characteristics of defense R&D 

ventures across countries. There are, of course, other relevant factors: cultural differences (which affect 

risk attitudes), initial technological level (that is, the S curve parameters), price levels, etc. 

12 In the last two decades it has become customary in defense circles (and the literature) to refer to 

"integrative" technologies, which integrate the various systems of the military, as the most advanced 

defense technologies (see Setter, 2004).    
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IAF's tactical data network is more advanced than that of the American Air Force). 

This may be explained by a choice of particularly risky R&D projects which produce 

remarkable results when they succeed.  

The UK and some other West European countries fit with the description of the 

third group: they spend on technology, but are considered relatively conservative in 

their choice of R&D projects (Barzilay, 2003a). In particular, their integrative 

technologies are often developed by the US, or jointly with the US (for example, the 

Joint Strike Fighter program), which could be interpreted as an investment in lower-

risk R&D (see, for example, IISS, 2000).  

Finally, the US acquisition budget level is an order of magnitude greater than 

that of any other country in the world. The US also spends significant portions of its 

budget on highly risky R&D projects, possibly as a hedge against failures. Gansler 

(1989) addresses this issue explicitly, stating that high-risk areas need to be 

adequately funded, and that alternatives must be available to cover the likely areas of 

failure. 

5. A Dynamic Model with Technological Uncertainty  

Acquisition processes are lengthy, often on the order of 10-15 years (Gansler, 

1989). Along such a period of time, decisions regarding investment in new systems 

may be adapted to reflect the appearance of technological and other types of 

uncertainty. In this section we explore the effect of decision flexibility on the optimal 

budget allocation.  
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We define the intertemporal value function to be a discounted sum of interim 

system value levels13. Formally, 

 ( ) ( )1
1 1

1
, , , , , ,

T
t

T T t t t
t

V X X Q Q V X Q−

=

= δ∑K K  (16) 

where ( ),t t tV X Q  is the system value at time t (defined according to Equation 1), Xt 

and Qt are the stocks of quantity and quality at time t, and δ is the discount factor. 

Stocks of quantity and quality are accumulated from period to period (representing the 

accumulation of equipment and the advancement of technology) in accordance with 

the following difference equation: 

 ( )1 11t t tY Y y+ += − µ ⋅ +  (17) 

where Yt is the stock of either quantity or quality at time t, yt is the respective flow, 

and µ is the depreciation rate, representing wear and tear of equipment and 

obsolescence of technology. In sum, the defense decision maker maximizes V, by 

choosing the flow of quantity, xt, and target quality level, ˆtq , subject to a per-period 

budget constraint, Bt. 

The level of technological uncertainty in each period is extended directly from 

definition (2) of the static problem. In essence, we assume that the standard deviation 

of technology outcome in period t, ( )1 1| , ,t tq q q −σ % K , depends only on the resulting 

stock at the beginning of the period. Specifically,  

                                                           

13 This is not a trivial choice: for example, if the value of the system in the next period is very low, the 

country will be subject to an attack by its rivals, thus rendering high values in future periods irrelevant. 

If the system in question is just one of many used by the country, then a discounted sum formulation is 

adequate. Alternatively, a discount product formulation is also possible (see Setter, 2004, for an 

example of such a formulation), and can be shown to yield similar results. 
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 ( ) ( )( )1 1 0 max 1 ˆ| , ,t t t tq q q g g Q q− −σ ≡ σ ⋅ − ⋅% K  (18) 

Hence, ceteris paribus, the larger the realization in the first period, the smaller 

the uncertainty in the second period. For example, if q1>0, then g(q1)>g(0), and 

therefore ( ) ( )2 1 1|q Q qσ σ<% % . If we assume that the probability density function of tq%  

depends only on its expected value and standard deviation, then Expression (18) 

provides the required information to obtain the conditional probability density 

function ( )
1̂ ˆ, , 1|

tq q t tp q Q −K  and the joint probability density function ( )
1̂ ˆ, , 1, ,

Tq q Tp q qK K . 

This budget allocation problem can be solved in advance, providing the optimal 

budget allocation for each period. Formally, this would entail solving the following 

program: 

 ( ) ( )
1

1 1
ˆ ˆ, , 1 10 0ˆ ˆ ˆ ˆ, , , ,

ˆ max max , ,
T

T T
commit q q T Tq q q q

V E V V p q q dq dq
∞ ∞

≡ = ⋅∫ ∫ K
K K

L K L  (19) 

We refer to this model as a "commitment" model, since the decision maker 

commits in advance to a specific allocation of resources. 

Alternatively, a decision maker may be better off viewing this R&D effort as a 

sequential decision process (Rogerson, 1995; Roberts and Weitzman, 1981). Instead 

of committing in advance to future expenditures, such a decision maker will 

periodically review the outcomes of his past decisions, and will have the flexibility to 

adjust his future expenditures accordingly. That is, 2q̂  is set only after the realization 

of 1q% , 3q̂  is set only after the realization of 2q% , and so forth. Thus, in contrast to 

Expression (19), the objective function of the "decision flexibility" model is formally 

defined by the following dynamic program (Denardo, 1982).  

 ( )( )
1 2 3

1 2 1ˆ ˆ ˆ
ˆ max max max |flex q q q

V E V E V Q ≡ + δ + δ 
 

L  (20) 
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In this model, the decision maker maximizes the value function by choosing 

only the first period's expenditure level, taking into account that the second period's 

expenditure level will be chosen later on, after the outcome of the first period is 

known. Hence, the optimal solution to this problem entails an optimal value, 1̂q , and 

"reaction" functions ( )1ˆt tq Q − , which prescribe the optimal policy for each period's 

expenditure contingent on the realization of the previous period. 

Solution 

The model cannot be solved analytically, and requires a numerical dynamic 

programming solution based on a recursive procedure, which numerically computes 

and maximizes the expected values. The solution of Expression (20) is demanding 

computationally; it maximizes an integral, whose integrand is itself a maximization of 

an integral, and so forth. Hence, computation time grows exponentially with the 

number of periods. The examples below were therefore solved for two periods. We 

used the same functions (for f, g and p) and parameters as in Section 3, and assumed: 

B1=B2, δ=0.1, and µ=0.9. While the uniqueness of an optimal solution was not 

proved, the numerical computation always converged to the same solution, regardless 

of the initial value. 

Figure 5 compares the value of the two models at the optimal solution, as a 

function of the budget level and the uncertainty level. The figure shows that the 

ability to adjust the expenditure level has a positive value. The value of flexibility 

increases with both budget level and uncertainty. 
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Figure 5: The improvement value achieved by decision flexibility (compared with the 

commitment model) measured in military capability units. 

The value of flexibility in R&D decisions is thoroughly discussed in the "real 

options" literature (Trigeorgis, 1996; Pennings and Lint, 1997). The concept of a "real 

option" builds on financial options, which are instruments that provide an investor 

with the right, but not the obligation, to buy or sell a financial asset (for example, 

stocks, bonds, currency, etc.), at a given price at some known date in the future. Real 

investment opportunities often include options of a similar nature. For example, 

entering an R&D project provides a firm with the option to abandon the project if it is 

technically unsuccessful, or if market conditions change before market launch. 

Investment in an R&D project also entitles the investing firm to the option to enjoy 

the fruits of future generations of the project, which are not planned at the time of the 

initial decision. A well-established result in the options literature (both financial and 

real) is that their value increases with uncertainty (Dixit and Pindyck, 1994). 

Thus, in the case of defense R&D, the flexibility to adjust future expenditures 

based on interim technological progress may bear a significant option value. To better 
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understand the sources of this option value, Figure 6 shows an example of a 

"reaction" function – the optimal decision for the second period conditional on the 

outcome of the first period. If the first period outcome is very poor, and hardly any 

technological progress has been made, then it is optimal (in this example) to try again 

and spend a significant amount on advanced technologies. As the outcome of the first 

period improves, the optimal level in the second period decreases, until it reaches 

some point (when the first period R&D is highly successful), at which it is optimal to 

spend the entire budget on procurement of established systems (that is, 2ˆ 0q = ). The 

probability of a significant adjustment grows with uncertainty, since extreme values 

are more likely, explaining the increase of option value with uncertainty. 
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Figure 6: An example of a "reaction" function, that is, the second period's optimal target 

level as a function of the first period's outcome 

Figure 7 compares the first-period optimal decision in the decision flexibility 

model with the commitment model (for the case of σ0=1). With decision flexibility, a 

more "aggressive" approach is optimal in the first period – the expenditure on the 
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uncertain advanced technologies is higher than in the first period of the commitment 

model. Because of the adjustment option of the second period, higher risks may be 

taken in the first period. This result stands in contrast to the standard real options 

result, in which the existence of the real option causes a delay in expenditures, waiting 

for uncertainty to unfold (Trigeorgis, 1996). The reason for this striking difference is 

the following: most models take uncertainty to be exogenous (that is, it is resolved by 

the mere passage of time), while in our model uncertainty is also determined by the 

first-period decision (see definition 2); the more "ambitious" the R&D effort, the 

more uncertain its outcome. Since the option value increases with uncertainty, the 

existence of the adjustment option causes the decision maker to increase the 

uncertainty in the first period, by setting a higher target level.  
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Figure 7: Comparison of the optimal first-period target level of integrative technologies for 

the cases of commitment, q1(commit), and flexibility, q1(flex). 
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In summary, the results of this section imply that it may be important to 

maintain decision flexibility, particularly for large and uncertain R&D projects. The 

model allows calculating the price worth paying to keep flexibility.  

Barzilay (2003b) provides another recent example of the value of flexibility in 

military procurement: he quotes the IDF's deputy head of the planning department as 

saying that due to uncertainty in the future battlefield, the IDF must change its 

resource allocation mechanisms to allow it to shape the future. As an example, he 

mentions the latest fighter plane procurement transaction in which the Israeli Air 

Force committed to buying 102 fighters. In his view, it might have been better to first 

buy 50 fighters, and defer the decision on the additional 52 planes to a later date.  

Since flexibility has a positive value, one could expect decisions regarding 

R&D projects to be taken every year, if not every day. Not only is this not the case, 

but commitments of much greater timescales are also often made14. There are three 

reasons for this. First, the review and decision process is costly, thus making it not 

cost effective to adjust decisions too often. Second, commitment may reduce costs – 

the unit cost of both R&D and procurement may decrease if the government commits 

to buying a significant quantity in advance. Finally, commitment may have a strategic 

value (Dixit and Nalebuff, 1993), by affecting decisions of other nations. For 

example, the commitment of the Reagan administration to the Strategic Defense 

Initiative (commonly referred to as the "Star Wars") may have caused the Soviet 

Union to spend on counter-initiatives to the point of national bankruptcy (Koubi, 

1999). 

                                                           

14 A prominent example is President Kennedy's commitment in 1960 to put a man on the moon by the 

end of the decade. 
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6. Conclusion 

Technology is regarded as a key factor in the success of modern organizations, 

and specifically in that of military organizations. While many technologies enjoy 

small incremental improvements, it is the R&D of advanced state-of-the-art 

technologies that shapes the face of the future battlefield. In this paper, we model such 

advanced technologies by their S-shaped returns profile: they require significant 

infrastructure investment, followed by a period of increasing returns, before they 

become mature, and face decreasing marginal benefits. 

In a deterministic setup, we provide a closed-form optimal solution to budget 

the allocation decision of procurement and R&D, and show that the optimal 

investment in such technologies is discontinuous: when budget levels are below some 

threshold, it is not optimal to invest in advanced technologies at all. Above the 

threshold, however, a sizable investment is optimal. 

We demonstrate that when technological uncertainty is introduced the optimal 

behavior is somewhat more complicated: while very low budgets still make 

investment in advanced R&D prohibitive, somewhat larger budgets require 

investments in highly uncertain advanced technologies. Such technologies, if 

successful, may provide their developer with decisive advantages over rivals. Yet 

higher budgets allow for investment in advanced R&D, but with a preference for low-

risk programs: the budget is high enough to ensure "good enough" capability, without 

the need to take high risks. Finally, for very high budget levels, highly uncertain 

technologies are allocated a larger share of the budget, to ensure that their 

development is successful.  

We conjecture that this result extends to a business setting. If so, then in such an 

extended model, start-ups and large firms will tend to invest in risky R&D, while 
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middle-sized firms will opt for lower risks. This conjecture may be tested both 

theoretically and empirically. 

We further show that maintaining the flexibility to adjust investments along the 

R&D program is beneficial, in accordance with standard "real options" results. We 

do, however, show that this flexibility may lead decision makers to invest more in 

earlier periods, in order to enjoy better control over the results of the latter parts of the 

program. 

These results have clear policy implications. First, countries may measure 

programs along the returns vs. budget size, in order to find the optimal investment 

policy for each program. Such an investment policy should answer questions like: 

should one invest in the program? If so, how much should be spent? What 

development approach should be taken (in terms of uncertainty)?  

Second, the trade-off of flexibility and commitment should be dealt with 

explicitly, taking into account the various motivations for each. Furthermore, once a 

decision is taken with regard to the level of flexibility to be maintained in an R&D 

program, the dynamic investment strategy should be adapted accordingly. 
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Appendix 

Proof of Proposition 1: 

The proof is structured as follows: first, the proof shows the conditions for which 

Equation (6) obtains an internal solution q*. Second, we use q* to prove the necessary 

and sufficient condition (5) for the existence of an internal solution to program (1). 

Finally we prove the uniqueness of the solution. The global optimum condition is 

trivial. 

MC(q) is strictly positive and increasing for all q (that is, MC'(q)>0). ( )lim
q B

MC q
→

= ∞ . 

MB(q) is decreasing (has a negative derivative) for q q> % . Assuming MB'(0)>MC'(0), 

then there is a point, q*, for which MB'(q)=MC'(q). This point maximizes MB(q)-

MC(q).  

It is straightforward to show that MB(B)<MC(B). An optimal internal solution exists 

if, and only if, there is a q for which MB(q)>MC(q). If MB(q*)-MC(q*)>0, then an 

optimal solution exists. If, however, MB(q*)-MC(q*)<0, then there is no q for which 

this difference is positive, because q* maximizes MB(q)-MC(q). Hence, condition (5) 

is a necessary and sufficient existence condition. 

We prove the uniqueness of the optimal solution by examining two cases: 

1. q̂ q> % : since ( )' 0MB q =%  and is decreasing afterwards and ( )' 0MC q >  then 

they cannot be equal again. Formally: 

 ( ) ( ) ( ) ( )
ˆ

0 0

0

ˆ, ' ' 0
q

q
q q MB q MC q MB x MC x dx

≤ >

<

 
 ∀ > − = − <
  

∫ 14243 14243
144424443
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2. q̂ q< % :  Assume there is another 2ˆ ˆq q>  for which MB=MC. it is easy to show 

that at q̂ , (MB-MC)'<0, thus there is a q for which ( ) ( )MB q MC q< . In order for 

2q̂ to exist, there must be some q for which ( ) ( )( ) ' 0MB q MC q− > , and specifically, 

a q for which ( ) ( )( ) ' 0MB q MC q− = . This is in contradiction to the uniqueness of *q  

We prove it is a maximum by using the first derivative rule for a maximum: we 

know that at *q , ( ) ( ) ( )* * ln ' 0MB q MC q V> ⇒ > , and at ( )1q c B−= , 

( ) ( ) ( )ln ' 0MB q MC q V< ⇒ <  after. Because of the uniqueness of the solution in the 

interval, these hold in the neighborhood of q̂  and using the first rule, this is a 

maximum.         Q.E.D. 

 

Proof of Proposition 2: 

MB(q) is independent of B. As for MC(q), recall that ( ) ( )( )f q f B c q= −% . Hence: 

( )
{ {

2

0 0

' '' ' ' 0
B

MC q f f f f
B f f f

> <

 
 ∂  

= − = − − <   ∂    
 

% % %

% % %
 

Thus, the smaller the budget, the higher the value of MC(q). Since we showed that 

MB(q) is decreasing above q% , it is maximized for some q q< % . For small enough 

budget, ( ) ( )0 max
q

MC MB q> . MC(q) is increasing with q, so there is a small enough 

budget for which condition (5) cannot hold. As B increases, MC(q) decreases 

monotonously, and thus there is a budget threshold B, for which condition (5) is met, 

and in which *ˆ 0q q> > .       Q.E.D. 
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